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A Neural Algorithm of Artistic Style, Gatys et al, 2015

Deep Learning

Impressive results https://deepart.io/
https://deepdreamgenerator.com/



It is “alchemy”BUT

• We don’t know why algorithms work or why they don’t (no theory)
• Algorithms are developed through trial and error
• Some results are hard to replicate (many hyperparameters)
• Finding good architectures relies on guesswork
• Very deep networks (more 40 layers) are difficult to train

with backpropagation
• Algorithms are not robust to adversarial examples

Science Mag, May 2018

"Machine learning has become 
alchemy” 
Ali Rahimi
NIPS 2017 Test of Time Award



Questions

• Is amenable to some degree of analysis?
• Produces a network without guesswork?

(plug and play, no tweaking of hyperparameters, no guessing of
the architecture)

• Enables the training of very deep networks?
(50,000 layers or more) and the exploration of their properties

• Provides some insight on developing a rigorous theory for 
deep learning?

Can the interface between NA and Game theory offer some insights?

Interface 
between 
Game Theory 
and NA

Gene Ryan Yoo

Initial results
Deep 
Learning

Is there an approach that



Learning is solving an interpolation problem



Solution: Kriging/GPR/SVM



BUT

• What if N is large?
• Which kernel do we pick? 
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Rig the game in favor of Player II 







Kernel Flow



Application: Swiss Roll Cheesecake





Application to Fashion-MNIST



12000 layers, large steps



50000 layers, small steps







Application to MNIST
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Average distance vs n 

Fashion- MNIST



Classify 10000 test points



Fashion-MNIST Test Error vs layer
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Fashion-MNIST Test Error vs layer



Fashion-MNIST Test Error vs layer



Fashion MNIST



MNIST Test Error vs layer
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Premise



Parametric version



Application: Recovery of the coefficients of a PDE



Implementation of the algorithm



Kernels parametrized by weights of a CNN

MNSIT



Training



Observations
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Fashion MNIST
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