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Collaborators



Pioneering work
Connections between numerical approximation and Gaussian process regression

Bayesian Numerical Analysis

Information based complexity

Probabilistic Numerics



The operator
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The Gaussian field
Ω
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Numerical approximation/Optimal recovery game

Player I Player II

Max Min



Theorem



Optimal recovery splines

Elementary gambles/bets

Representation theorem



Numerical Homogenization



Numerical Homogenization
Classical homogenization

MsFEM
Harmonic coordinates 
HMM

Projection based methods

Variational Multiscale Method. Orthogonal Decomposition 

Flux Norm. Rough Polyharmonic splines

Stochastic Homogenization



Measurement functions

Gamblets



Accuracy

Localization
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Localization problem in Numerical Homogenization
Localization problem

Local Orthogonal Decomposition - Subspace iteration

Non-conforming measurements, higher order PDEs. 

Wannier basis functions



Screening effect
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Operator adapted wavelets

L



Operator adapted wavelets
First Generation Wavelets: Signal and imaging processing

First Generation Operator Adapted Wavelets (shift and scale invariant)

Lazy wavelets (Multiresolution decomposition of solution space)

Second Generation Operator Adapted Wavelets



Hierarchy of 
measurement 
functions 
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Example



Gamblets



Gamblets are nested

Measurement functions are nested 



Theorem



Theorem

The operator is well conditioned in each subband
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Gamblet Transform

Theorem



Gamblet Solve

Theorem



Gamblet transform



Energy content



https://github.com/f-t-s/nearLinKernel.git
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Computational bottleneck



Algorithm

Theorem



Incomplete Cholesky factorization



A simple algorithm



A simple algorithm



A simple algorithm



A simple algorithm



A simple algorithm



A simple algorithm



A simple algorithm



A simple algorithm



A simple algorithm



A simple algorithm
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A simple algorithm



A simple algorithm



A simple algorithm



Complete vs Incomplete Cholesky factorization



Why does it work?

Not true with the lexicographic ordering!



Why are the Cholesky factors sparse?



Single step of (Block-) Cholesky decomposition

The Schur complement  is sparse!



Screening effect

Why?



Learning as an interpolation problem

Gene Ryan Yoo



Solution: Kriging/GPR/SVM

BUT

• Which kernel do we pick? 



Premise



Algorithm



A simple example



Solution



Implementation of the algorithm



Non parametric version (kernel flows)













Rig the game in favor of Player II 







Kernel Flow



Application: Swiss Roll Cheesecake







Application to MNIST





Application to Fashion-MNIST



12000 layers, large steps



50000 layers, small steps



Average distance vs n 

Fashion- MNIST



Classify 10000 test points



Fashion-MNIST Test Error vs layer



MNIST Test Error vs layer



Thank you


