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Interpolation problem

Family of kernels

Kernel/GP interpolant 

Question



Main objectives of this talk



Empirical Bayes answer



Kernel Flow answer



Question

Model

Theorem



Question?

Experiment



Takeaway message

More comparisons



Extrapolation problem

Assumption

Fundamental problem



Simplest solution



Example: Bernoulli map



Example: Bernoulli map



Example: Hénon map



Example: Lorenz system



Data-driven geophysical forecasting
HYCOM: 800 core-hours per day of forecast on a Cray XC40 system

Architecture optimized LSTM: 3 hours of wall time on 128 compute nodes of the Theta 
supercomputer.

CESM: 17 million core-hours on Yellowstone, NCAR’s high-performance computing resource

Our method: 40 seconds to train on a single node machine (laptop) without acceleration

Data-driven geophysical 
forecasting: Simple, low-
cost, and accurate 
baselines with kernel 
methods, 
Hamzi,  Maulik,  O.



NOAA-SST data set (low noise dataset)



NAM (North American Mesoscale Forecast System) dataset (high noise dataset) 



Kernel methods can perform well on extrapolation problems 
if the kernel is also learned from data

Takeaway message



Which kernel do we pick?



Problem



Problem

Ridge regression solution



Artificial neural network solution



Residual neural network solution



Mechanical regression



Particular case



Mechanical regression



Theorem

What kind of optimization problem is this?



Image registration



Image registration



Image registration with landmarks 



Image registration with landmark matching

Generalization





Idea registration is  ridge regression with a warped kernel

Theorem



Idea registration is  Gaussian Process Regression
with a prior learned from data

Theorem



Brittleness of 
Bayesian 

inference implies 
the brittleness of 

ANNs

https://youtu.be/o-nwSnLC6DU?t=74





How do we fix it?

Training without regularization

Training with regularization



Kernel methods Idea registration



Bayesian interpretation

Theorem



Idea registration

Theorem



Idea registration

Corollary



Idea registration/Resnet learn warping kernels of the form 



Replace MAP estimation (idea registration) with cross validation to learn 
the warping (kernel flows, no need for backpropagation)



The effective dynamical system



The effective dynamical system



Application: Swiss Roll Cheesecake













Application to Fashion-MNIST



Average distance vs t 

Fashion- MNIST



Composed idea registration 



Related work

This work



Why is our main question (which kernel do we pick?) relevant to numerical approximation?

ANNs

Kernel methods



Most numerical approximation methods are kernel interpolation methods 

Cardinal splines

https://slideplayer.com/slide/4635359/



Polyharmonic splines



The convergence can be arbitrarily bad if the kernel is not adapted 



PDE adapted kernel



Generalization to non-linear PDE

Theorem





Burger’s



Eikonal



Inverse Problem



Inverse Problem



Main messages 
Thank you
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